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Pretrained Language Models

BERT (Ours)

OpenAl GPT

https://ai.googleblog.com/2018/11/open-sourcing-bert-state-of-art-pre.html
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Family of Pretrained Language Models

ELMo
Transformer

ULMFiT
GPT
Bidirectional LM
Larger model
More data

Defense
Grover

GPT-2

dge Graph

Penuutation LM
Transformer-XTL.

Knowledge [distilation U MLM
MT-DNNgp VideoBERT
ERNIE Sl -
(Tsinghuz) VILBERT ERNIE (Baidu)
XLNet e VisualBERT BERT-wwm
SpanBERT i B2T2
RoBERTa B Unicoder-VL
KnowBert LXMBERT
VL-BERT
By Xiozhi Wang & Pheagyan Zhang @ THUNLP
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Model Size (Number of Parameters) of Pretrained Language
Models

COMPARISON: NLP PRE-TRAINED MODELS
175,000
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Commonsense QA with GPT-3

Q: What is your favorite animal?

A: My favorite animal is a dog.

Q: Why?

A: Because dogs are loyal and friendly.

Q: What are two reasons that a dog might be in a bad mood?
A: Two reasons that a dog might be in a bad mood are if it is hungry or if it is hot.

Q: How many eyes does a giraffe have?

A: A giraffe has two eyes.

Q: How many legs does a frog have?
A: A frog has four legs.

Q: Are there any animals with three legs?

A: No, there are no animals with three legs.

Q: Why don’t animals have three legs?

A: Animals don’t have three legs because they would fall over.
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Commonsense QA with GPT-3

Q: How many eyes does a giraffe have?

A: A giraffe has two eyes.

Q: How many eyes does my foot have?

A: Your foot has two eyes.

Q: How many eves does a spider have?
A: A spider has eight eyes.

Q: How many eyes does the sun have?

A: The sun has one eye.

Q: How many eyves does a blade of grass have?

A: A blade of grass has one eye.

o/5s S HuAWEl NSRS



Content

Introduction

Evaluation of PLMs



Evaluation of BERT

GLUE Results

System MNLI(m/mm) QQP QNLI SST-2 CoLA STS-B MRPC RTE |Average
302k 363k 108k 67k 85k 57k 35k 2.5k| -
Pre-OpenAl SOTA S06/80.1 661 823 932 350 810 860 61.7| 740
BILSTM+ELMo+Attn ~ 764/76.1 648 79.9 904 360 733 849 568| 710
OpenAl GPT 82.1/81.4 703 88.1 913 454 800 823 560| 752
BERTpast 846/834 712 001 935 521 858 880 664| 796
BERT} ARGE 86.7/85.9 721 9L1 949 605 865 893 70.1| 819

Table 1: GLUE Test results, scored by the GLUE evaluation server. The number below each task denotes the
number of training examples. The “Average” column is slightly different than the official GLUE score, since
we exclude the problematic WNLI set. OpenAl GPT = (L=12, H=768, A=12); BERTgase = (L=12, H=768,
A=12); BERTagrGe = (L=24, H=1024, A=16). BERT and OpenAl GPT are single-model, single task. All
results obtained from https://gluebenchmark.com/leaderboard and https://blog.openai.
com/language-unsupervised/.

7/55

SQuAD v1.1

System Test
EM F1 EM Fl
Leaderboard (Oct 8th, 2018)
Human - - 823 912
#1 Ensemble - ninet - - 860 917
#2 Ensemble - QANet - - 845 905
#1 Single - ninet - - 835 901
#2 Single - QANet - - 825 893
Published
BiDAF+ELMo (Single) - 858 - -
R.M. Reader (Single) 78.9 863 79.5 86.6
R.M. Reader (Ensemble) 81.2 87.9 823 885
Ours
BERTgase (Single) 80.8 885 - -
BERTLARGE (Single) 84.1 909 - -
BERTgGe (Ensemble) 858 918 - -
BERT agce (Sgl+TriviaQA) 84.2 911 85.1 918
BERTiagGr (Ens+TriviaQA) 86.2 92.2 87.4 932

Table 22 SQuAD results. The BERT ensemble is 7x
systems which use different pre-training checkpoints

and fine-tuning seeds.

Reference: https://rajpurkar.github.io/SQuAD-explorer

Sz Huawer GHRSRTRe
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GLUE Benchmark

* GLUE (General Language Understanding Evaluation)
benchmark
* Distribute canonical Train, Dev and Test splits
* Labels for Test set are not provided

» Datasets in GLUE:

* MNLI: Multi-Genre Natural Language Inference
QQP: Quora Question Pairs
QNLI: Question Natural Language Inference
SST-2: Stanford Sentiment Treebank
ColLA: The corpus of Linguistic Acceptability
STS-B: The Semantic Textual Similarity Benchmark
MRPC: Microsoft Research Paraphrase Corpus
* RTE: Recognizing Textual Entailment
WNLI: Winograd NLI

YL HUAWEI PSR RG



Stanford Question Answering Dataset (SQUAD)

Question: Which team won Super Bow! 50?

Passage

Super Bowl 50 was an American football game to determine the
champion of the National Football League (NFL) for the 2015 season.
The American Football Conference (AFC) champion Denver Broncos
defeated the National Football Conference (NFC) champion Carolina
Panthers 24-10 to earn their third Super Bowl title. The game was
played on February 7, 2016, at Levi's Stadium in the San Francisco Bay
Area at Santa Clara, California.

100k examples
Answer must be a span in the passage
A.k.a. extractive question answering

“SQuAD: 100,000+ questions for machine comprehension of text”, Rajpurkar et al., 2016.
https://arxiv.org/pdf/1606.05250.pdf

Thomas Lukasiewicz, Advanced Machine Learning: Deep Learning for NLP: Lecture 11: Question Answering, 2019
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Stanford Question Answering Dataset (SQUAD)

Private schools, also known as independent schools, non-governmental, or
nonstate schools, are not administered by local, state or national governments;
thus, they retain the right to select their students and are funded in whole or in
part by charging their students tuition, rather than relying on mandatory taxation
through public (government) funding; at some private schools students may be
able to get a scholarship, which makes the cost cheaper, depending on a talent
the student may have (e.g. sport scholarship, art scholarship, academic
scholarship), financial need, or tax credit scholarships that might be available.

Along with non-governmental and nonstate schools, what is another name for
private schools?

Gold answers: @ independent @) independent schools 3 independent schools
Along with sport and art, what is a type of talent scholarship?

Gold answers: 1) academic @) academic 3 academic

Rather than taxation, what are private schools largely funded by?

Gold answers: D tuition @ charging their students tuition @ tuition

Thomas Lukasiewicz, Advanced Machine Learning: Deep Learning for NLP: Lecture 11: Question Answering, 2019

9 2/55 g@HUAWEI DAL



SQuAD Evaluation, v1.1

e Authors collected 3 gold answers
e Systems are scored on two metrics:
* Exact match: 1/0 accuracy on whether you match one of the 3 answers

* F1:Take system and each gold answer as bag of words, evaluate
Precision = tp/(tp+fp), Recall = tp/(tp +fn), harmonic mean F1 = 2PR/(P+R)
Score is (macro-)average of per-question F1 scores

* F1 measure is seen as more reliable and taken as primary

* It's less based on choosing exactly the same span that humans chose,
which is susceptible to various effects, including line breaks

e Both metrics ignore punctuation and articles (a, an, the only)

Thomas Lukasiewicz, Advanced Machine Learning: Deep Learning for NLP: Lecture 11: Question Answering, 2019
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SQUAD v1.1 Leaderboard, 2019-02-07
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Rank

1
Oct 05, 2018

2
Oct 05,2018

2

Sep 09,2018

2

Sep 26,2018

3
Jul 11,2018

4

5

Mar 19,2018

5
Sep 09, 2018

Model

Human Performance
Stanford University
(Rajpurkar et al. '16)

BERT (ensemble)
Google Al Language
https:/arxiv.org/abs/1810.04805

BERT (single model)
Google Al Language
https://arxiv.org/abs/1810.04805

ninet (ensemble)
Microsoft Research Asia

ninet (ensemble)
Microsoft Research Asia

QANet (ensemble)
Google Brain & CMU

r-net (ensemble)
Microsoft Research Asia

QANet (ensemble)
Google Brain & CMU

ninet (single model)
Microsoft Research Asia

EM

82.304

87.433

85.083

85.356

85.954

84.454

84.003

83.877

83.468

F1

91221

93.160

91.835

91.202

91.677

90.490

90.147

89.737

90.133

Thomas Lukasiewicz, Advanced Machine Learning: Deep Learning for NLP: Lecture 11: Question Answering, 2019
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SQuUAD v1.1 Performance, upto 2020-07

12/55

Question Answering on SQUAD1.1

Leaderboard

100

EM

70

60

40

Dataset

BERT (ensemble)

MARS (ensemble)

Reinforced Mnemonic Reader (ensemble model) -net+ (ensemble)

ReasoNet (ensembl &)

Mateh-LSTM with Ans-Ptr (Boundary) (ensemble)

Jan'17

Jul'17

Jan'18

Other models

Jul18

Jan'19

o Models with highest EM

XLNet (single model)

LUKE (single model)

Jul'19

Jan'20

Jul'20

2 HUAWEI



SQuAD 2.0

¢ A defect of SQUAD 1.0 is that all questions have an answer in the
paragraph

e Systems (implicitly) rank candidates and choose the best one

¢ You don’t have to judge whether a span answers the question

¢ In SQUAD 2.0, 1/3 of the training questions have no answer, and
about 1/2 of the dev/test questions have no answer

* For NoAnswer examples, NoAnswer receives a score of 1, and
any other response gets 0, for both exact match and F1

¢ Simplest system approach to SQUAD 2.0:
* Have a threshold score for whether a span answers a question
e Oryou could have a second component that confirms answering
¢ Like Natural Language Inference (NLI) or “Answer validation”

https://rajpurkar.github.io/SQuAD-explorer/

Thomas Lukasiewicz, Advanced Machine Learning: Deep Learning for NLP: Lecture 11: Question Answering, 2019

13/55 S HuawEl G50



SQuAD 2.0 Example

14/55

Genghis Khan united the Mongol and Turkic tribes of the steppes and became Great
Khan in 1206. He and his successors expanded the Mongol empire across Asia.
Under the reign of Genghis' third son, Ogedei Khan, the Mongols destroyed the
weakened Jin dynasty in 1234, conquering most of northern China. Ogedei offered
his nephew Kublai a position in Xingzhou, Hebei. Kublai was unable to read Chinese
but had several Han Chinese teachers attached to him since his early years by his
mother Sorghaghtani. He sought the counsel of Chinese Buddhist and Confucian
advisers. Mongke Khan succeeded Ogedei's son, Gilyiik, as Great Khan in 1251. He

When did Genghis Khan kill Great Khan?
Gold Answers: <No Answer>

Prediction: 1234 [from Microsoft ninet]

Thomas Lukasiewicz, Advanced Machine Learning: Deep Learning for NLP: Lecture 11: Question Answering, 2019
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SQuAD 2.0 leaderboard, 2019-02-07
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1
Jan 15,20 |

3
Dec 13,2018

4
Dec 16,2018

4

Dec 21,2018

5

Model

Human Performance
Stanford University
(Rajpurkar & Jia et al. '18)

BERT + MMFT + ADA (ensemble)
Microsoft Research Asia

BERT + Synthetic Self-Training
(ensemble)
Google Al Language
https:/github.com/google-
research/bert

BERT finetune baseline (ensemble)
Anonymous

Lunet + Verifier + BERT (ensemble)
Layer 6 Al NLP Team

PAML+BERT (ensemble model)
PINGAN GammaLab

Lunet + Verifier + BERT (single
model)
Layer 6 Al NLP Team

EM

86.831

85.082

84.292

83.536

83.469

83.457

82.995

F1

89.452

87.615

86.967

86.096

86.043

86.122

86.035

Thomas Lukasiewicz, Advanced Machine Learning: Deep Learning for NLP: Lecture 11: Question Answering, 2019
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SQuUAD 2.0 leaderboard, 2021-05-14
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1
Feb 21, 2021
2

Feb 24, 2021
3

Apr 06, 2020
4

May 05, 2020
4

Apr 05, 2020

4
Feb 05, 2021

5
Apr 18, 2021

Model

Human Performance
Stanford University
(Rajpurkar & Jia et al. '18)

FPNet (ensemble)
Ant Service Intelligence Team

IE-Net (ensemble)
RICOH_SRCB_DML

SA-Net on Albert (ensemble)
QIANXIN

SA-Net-V2 (ensemble)
QIANXIN

Retro-Reader (ensemble)
Shanghai Jiao Tong University
http://arxiv.org/abs/2001.09694

FPNet (ensemble)
YuYang

TransNets + SFVerifier + SFEnsembler
(ensemble)
Senseforth Al Research
https://www.senseforth.ai/

86.831

90.871

90.758

90.724

90.679

90.578

90.600

90.487

F1

89.452

93.183

93.044

93.011

92.948

92978

92.899

92.894
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Winograd Schema Challange: Examples

» The city councilmen refused the demonstrators a permit because they
[feared/advocated] violence.

» Question Who [feared/advocated] violence?
» Answers The city councilmen/the demonstrators.

» The trophy doesn't fit into the brown suitcase because it's too [small/large].

» Question What is too [small/large]?
> Answers The suitcase/the trophy.

» Joan made sure to thank Susan for all the help she had [given/received].

»> Question Who had [given/received] help?
» Answers Answers: Susan/Joan.

17155 M HuawEl FN3RTRs



Research status of language models, 2021-05-08

s GLUE
W SuperGLUE

50 -
DeBERTa T5 NEZHA  RoBERTa BERT Human

GLUE scores, SuperGLUE scores and WSC accuracies of popular language models.

18/55 S HuAWEl NSRS



CommonsenseQA

a) Sample ConceptNet for specific subgraphs b) Crowd source corresponding natural language questions

and two additional distractors
Where on a river can you hold a cup upright to catch water on a sunny day?
V waterfall, X bridge, X valley, X pebble, X mountain
Where can | stand on a river to see water falling without getting wet?
X waterfall, v/ bridge, X valley, X stream, X bottom
I'm crossing the river, my feet are wet but my body is dry, where am 1?
X waterfall, X bridge, V valley, X bank, X island

Talmor et al., CommonsenseQA: a question answering challenge targeting commonsense knowledge, NAACL-HLT 2019
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CommonsenseQA - Human Parity, 2021-12-06

Score Prediction

Self-Attention  External{Attention Self-Attention
Method Single Ensemble
BERT+OMCS 62.5 -
RoBERTa 72.1 72.5
(Bas] (B ] - [E J| (8] [&] - [Ce] - [ ROBERT2+KEDGN - 74.4
* * + * * ALBERT - .
| So | | So | | So | | S1 | | S1 | RoBERTa+MHGRN  75.4 ;22
- O O r » r pa ALBERT + HGN 713 80.0
Question & Candid:; C P Definition Training Data TS_ 78.1 -
What do people do while playing Playing guitar, Guitar: A musical A man is seen what while UnifiedQA 79.1 -
guitar? Singing subevent, singing instrument playing the guitar? Singing. ALBERT+KCR 79.5 -
ALBERT + KD 80.3 80.9
Knowledge Retrieval atp ALBERT + SFR - 81.8
T T e e . T T T TTTTTTTEEETT T I DEKCOR 80.7 83.3
: Y OpenBookQA : Human - 88.9
I Al RiaommonsenseQA I KEAR (ours) 861 894
: * 0 :
1 Wiktionary |

Data from multiple datasets

Yu et al., Human Parity on CommonsenseQA: Augmenting Self-Attention with External Attention, arXiv:2112.03254

20/55 Sz Huawer GRS Re
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Problems of Existing Benchmarks

21/55

v

LMs have reached a performance which is very close to or even higher than
humans in many benchmark tasks.

Actually we all know LMs are not as intelligent as humans, because we often
see LMs make stupid mistakes.

It seems the current benchmarks fail to capture the weakness of LMs.
Why are the current benchmarks not able to capture the weakness of LMs?
How can we design better benchmarks for LMs?

YL HUAWEI PSR RG



Our Assumption: Questioner’s Bias

In the current benchmarks, the questions are designed by human experts
manually, but:
» LMs understand languages in a very different way as humen beings do;
» The questions designed by human experts reflects the weakness of LMs
according to the designers’ understanding, which may not capture the real
weakness of LMs.

22/55 M HuawEl FN3RTRs



A case of Chinese Traditional Poem Generation

ek

KB RIS,
KR,

R EGTLERE ,
HENEIERE,

——RKF 2019.09.13

observation
» NLG models sometimes generate interesting errors.
» It is very unlikely for human experts to design a question to detect such kind
of errors in the benchmarks.

23/55 Sz Huawel SN



Our Solution: Let LMs Speak

» Core idea:
> Let LMs speak (i.e. generate) freely.
» Annotate the errors in the text generated by LMs.
» The distribution of the annotation can reflect the weakness of the LMs.
» The dataset can be used to build benchmarks for LMs.

> Advantages:
» This method can avoid questioner’s bias.
» The analysis can shed light on the way to improve LMs.
» It mimics the way of human language learning by speaking and correction by
their parents, which is crutial for children to learn their mother languages.

24/55 M HuawEl FN3RTRs



Our Method

Benchmarking PLMs through the texts they generates:

25/55

>

| 2
| 2
>
>
>

A collection of sentences are generated by NLG models;
Design an error taxonomy for text generation errors;
Define an specification for error annotation;

Annotate errors by crowdsourcing;

Analysis the error distribution;

Design benchmarks using the error annotation dataset.
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TGEA: An Error-Annotated Dataset and Benchmark Tasks for
Text Generation from Pretrained Language Models

TGEA: An Error-Annotated Dataset and Benchmark Tasks for Text
Generation from Pretrained Language Models

Jie He™, Bo Peng®, Yi Liaof, Deyi Xiong’ and Qun Liu®
f College of Intelligence and Computing, Tianjin University, Tianjin, China
% Huawei Noah’s Ark Lab, Hong Kong, China
{jieh, dyxiong}@tju.edu.cn,
{peng.bo2, liaoyi9, qun.liu}@huawei.com

(In Proceedings of ACL2021)

» We propose TGEA (Text Generation Error Annotation), an Error-Annotated Dataset and
Benchmark Tasks for Text Generation from Pretrained Language Models;

» We propose an Error Taxonomy for TGEA annotation;

» We analysis the error type distribution of TGEA to better understand the problems of current
PLMs;

» We propose benchmark tasks based on TGEA dataset.

26/55 2 HuAWEI o)
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Dataset creation overview

Text Prompt: Epfn

o
generate

HAR I 12 2 DVE LT REBRILTE RSB E .
Japanese archery players won the championship in women's
shot put competition.

l/ (U Erroneous Text Detection

Correct g Incorrect

¥
¥
{

LA
Category mismatch

@) Error type Classmcat\on) v (5 Rational Generation | BRI AFASIAL.

Shot put and archery are
Je it R e

(2) Erroneous And| Associated Span
Detection

FAHY 4 6538 8) B Lo ik L
FhREE.

Japanese archery players won the
championship in women's shol put
competition.

(3 Error correction

HAHHERIZE) BAE L PR
FEHPAPEE.

Japanese shot putters won the
championship in women's shot put
compelition.

2 HUAWEI




Error annotation process

There are 5 steps of annotation:
1. Erroneous text detection
2. Erroneous and associated span detection
Error correction
Error type classification
Rational generation

ok~ w

28/55 M HuawEl FN3RTRs



Error Taxonomy - Inappropriate combination

» Example
B4 SEMEXIFTRIF A TIRR, HEWBEERME,
The doctor removed Liu Li’s surgery and suggested that the patient be

hospitalized for observation.

> Subtypes:
» Subject-predicate inappropriate combination
» Predicate-object inappropriate combination
» Subject-object inappropriate combination
» Modifier inappropriate combination
» Function word inappropriate combination

29/55 M HuawEl FN3RTRs



Error Taxonomy - Missing

» An example:
ERXE, ARSHEICEMFZESM_ o
Here, many journalists and tourists are taking part in _

> Subtypes:
> Subject missing
> Predicate missing
> Object missing
»> Modifier missing
» Function word missing

30/55 M HuawEl FN3RTRs



Error Taxonomy - Redundancy

» An example:
BR—LINGFIRTT, LEHEINERIT, WREREEFNLRIEANVIRMEK
(I
However, some foreign banks, especially foreign banks, still have many
misunderstanding or prejudices about the development of China’s private
economy.

> Subtypes:
» Subject redundancy
» Predicate redundancy
» Object redundancy
» Modifier redundancy
» Function word redundancy

31/55 M HuawEl FN3RTRs



Error Taxonomy - Discourse error

» An examples:
ERIRTISE AN FRIRHE, MiRiiX2REN. BER5M(T) XETUT,
ot A S0 £ L TR EE
It was painful for her when the marriage got worse. But when she
changed, she had to adjust.

> Subtype:
» Coreference error

32/55 M HuawEl FN3RTRs



Error Taxonomy - Commonsense error

» An example:
ZER ML, MRERFRES (), KEERETSKKUL
In the international market, the higher the credit rating, the less
reassured investors are.

» Subtypes:

» Space error » Emotional reactions

> Time error . (érror .
ausation error
» Number error

g > Taxonomy error
» Motivation error » Behaviors error

33/55 M HuawEl FN3RTRs



Error Taxonomy - Overview

34_1/55

Tevel-1 Error Type

Tevel-2 Error Type

Example

Inappropriate
Combination

Subject-Predicate

FTH, %0 BN AR CBEFDL ~ RA B~ (RENER) ~ UNMNET) ~ UF
/J\g/‘{k%& ) IEFE

At present, the city’s ggg/el\s [drama] 1 am a Party member and This is My League Member, Little Old

Predicate-Object

Man Like Me Lmle Teacher, A Little Farm Boy are on stage.
Z T

TR, RETARERRL TR ARG, D -

As ahost, I \Mll take you to experience the feel [almosphere] shown from the theme of the competi-
tion.

Subject-Object

TIETIRREL (ST AT FK, REWBTCARBIAT, RLietu i [ AT -
The players [task] of women’s football team is a ball, and playing the ball well is their biggest
capitals.

Modifier

T, BB e TR B (T

On the other hand, coal enterprises are facing the iction [problem] of coal mine safety.

Function Word

TR, 308 (WATH S RO PR e | H O S AR I3t
Therel'ore,b) [because of] my own fault, T took my own responsibility.

Misssing

Table 7: Examples of level-2 error types in TGEA. Underwaved words are erroneous words while underlined

TRESERE, [ERICAE T TR

Subject
When he returned to the workshop, _ [the place] had been a marked change

Predioate R T A AN TP RS, TR (e -
We had a chance to equalise at the inning, but we didn’t _\/[Caughl] chance.

Object = BRI R JE R 2 OO RO TR _[SCHAT-

1. Persisting in emancipating the mind, changing ideas and promoting socialist material civilization
and spiritual__ [civilization].

Modifier RN T, AT IE5,_KFA T H AR PR T B E I e ] -

The establishment of Buffalo Research Cenler in China is conducive to enhance the adaptability [of
buffalo] to natural conditions and artificial environment.

Function Word

WELT [ E REE Z 3 e 5, JT KT 2 o TS bR PN 2 2 -
His son won champion_[in] the last Olympic Games and won the gold medal in the World Champi-
onship Cup that year.

words are associated words. Words in ”[]” are corrections to erroneous words.

2 HuAWEI

NOAH'S
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Error Taxonomy - Overview

34_2/55

Tevel-1 Error Type

Tevel-2 Error Type

Example

Redundancy

Subject

B BRRTT, UHRSNBHRITD, MREREZFNAREE DRI -
However, some foreign banks, especially foreign banks[], still have many misunderstandings or prej-

udices about the development of China’s private economy.

Predicate

XEREITH R ONRCE TR AREERDF -
This is also the common voice of all those who care about[] care about children’s growth

Object

TN, FREITETR B - At T 7 Rl kB a D) 12 R, + @ R

W=
e e
At the same time, the school also carries out colorful and beneficial social practice activities, s

practice[] to enrich their after-school life.

Modifier

ENTHT TR S, AT AR PR ARNEL 1 R -
Their fur is so shiny that we can see with naked eyes hardly[].

Function Word

RBCEE AT T T OR BRI, R R EER, FRE] | TR AE R
BUF -

He was forced into a police station in the center of the city, (_1191[] he was taken to the police station,
where he was intimidated by handcuffs and police dogs.

Discourse
Error

Coreference

TE TR o 0 AT TN B, Y RE R B AT o )+ TELE S M € 1R 2 28 1O, TR
It was painful for her when the marriage got worse. But when she [it] changed, she had to adjust.

Table 7: Examples of level-2 error types in TGEA. Underwaved words are erroneous words while underlined

words are associated words. Words in []” are corrections to erroneous words.
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Error Taxonomy - Overview

34 _3/55

Level-1 Error Type | Level-2 Error Type | _Example
Space Tl FEWEEE AR (A, R AR, TR A TEE A O -
He said that China and the United States are close nei [friends] with good relations and creative
Time KX DT EIECHHAR], A KT i 1 2 PAE A T T A i 7
During the National Day [New Year’s Day] holiday, how will major auto dealers greet the new year?
Number MIZEATr, RATE - FRRBA T~ TR EWe - g REANg RIBUR )9 | B i ERAIS (615
‘Commonsense -
Error In April, Sinopec, China Bank, Vanke, SAIC. G Changan and G Tianwei became the most
active 5 [6] stocks.
Motivation TH, FERE PR, NI R CIE sk LIE (RBIPA T . MR m &, o |

MREILK -
Recently, Lao Lis stomach ache is unbearable. He has been working [resting] for two consecutive
days to reat his iliness, and his llness is very serious. He has been lying down for several days.

Emotional Reactions

TR TR R R TR E, RBCXEARE, Bl R Uk

We are very sorry [pleased] that the school has taken these measures to ensure the safety of students,

teachers, and other staff.

T BT AMNRRER)., FEAENZROFARRENARZAZ —-

Causation
Itis reported that Zigi is one of the few famous artists that are difficult to invite in China because of
his low [high] value.

o T (T ] TR T AT, R e Al DR B JE e 1 T ROR -

axonomy =
Soy sauce [Peanut Oil] is a kind of vegetable oil, which has a very good moisturizing effect on the
skin after eatmg
B! i3]
Behaviors ki R

%), LKA TN rﬁlxm»nummw

In the near future, we will work with Russia, China [France] and other countries to further promote

this series of actions to ease people’s concerns about the threat of terrorism, a Chinese official said.

Table 7: Examples of level-2 error types in TGEA. Underwaved words are erroneous words while underlined

words are associated words. Words in ”[]” are corrections to erroneous words.
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Machine-generated texts collection

1. Randomly sample sentences generated from NEZHA-Gen with a prompt pool

» Prompts are nouns.
» Prompts are sampled from top [40%, 60%] frequent words in the corpus.

2. Filter out noisy texts

» Texts containing no more than 15 characters.

» Texts where Chinese characters account for less 70% of all characters.

» Uncompleted sub-sentences in the beginning or the end of the texts are
trimmed.
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Annotation quality control

» Quality control protocol:

1. Train 2 reviewers with 1,000 examples

2. Test 200 candidate workers with 500 examples

3. Let candidates who reached > 90% accuracy participate the final annotation
4. Carry out iterative verification and amendment

» Inter-Annotator Agreement (IAA):
Task \ (1) \ (2) \ (4)
IAA(%) \ 87.5 \ 51.2 \ 73.3
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Dataset statistics

Train Dev Test All
#ext 37,646 4,706 4,706 47,058
w/ 0 error 27,906 3,488 3,488 34,882
w/ 1 error 8,413 1,055 1,052 10,520
w/ 2 error 1,169 141 149 1,459
w/ 3 error 141 18 15 174
w/ 4 error 17 4 2 23
Tokens 966,765 120,889 121,065 | 1,208,719
Vocab 44,598 16,899 16,745 48,547
Avg. tokens 25.68 25.69 25.73 25.68
Avg. terr 2.92 3.09 2.95 2.94
Avg. t.assoc 4.30 4.39 3.89 4.27
Avg. d.e-a 6.99 7.29 7.10 7.03
Avg. t.rationale 8.74 8.72 8.75 8.74

Table: Data statistics of TGError. Avg.t.err/Avg.t.assoc: the average number of tokens in
erroneous/associated text spans. Avg.t.rationale: the average number of tokens in rationales.
Avg.d.e-a: the average distance between a erroneous span and its associated span.

37/55
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Error type distribution
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Evaluation Proposal (in submission)

39/55

_ Task Proposal: Towards Semantically Robust Generation
from Pretrained Language Models

Huibin Ge] Chaobin You] Xiaohu Zhao] Minghui Xuj
Yulong Zeng § Qun Liu} and Deyi Xiong'
fCollege of Intelligence and Computing, Tianjin University, Tianjin, China
5 Huawei Noah’s Ark Lab, Hong Kong, China
{gehuibin, chaobinyou, zhaoxiaohu, xuminghui}@tju.edu.cn
{zengyulong, qun.liu}@huawei.com dyxiong.@tju.edu.cn
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TGEAv2 Dataset: Improvement

» More generative LMs adopted:

» Original: NEZHA-Gen
» New version: NEZHE-Gen, GPT-2, PANGU-a, CPM

» Replacing Erroneous and Assicated Span with Minumal Set of Error-related
Words (MiISEW);

More prompting strategy: Nouns — Nouns, Phrases, Sentences;
More sampling strategy: top-k sampling — top-k & top-p sampling;
More tempratures tried in decoding;

No Rationale annotation.

vvvyyypy
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Replacing Erroneous and Assicated Span with Minumal Set of
Error-related Words (MiSEW)

» Problems of Errornous Span and Associated Span Annotation
» Errornous spans are ambiguous: there are multiple way to correct the
sentences.
> Associated spans may be discontinous.
» Solution: Minimal Set of Error-related Words (MiSEW)
» MISEW should contain errors;
» MISEW should be self-contained semantically:
> The errors should be understandable by reading the MiSEW only.
» MISEW should be minumal:
»> No word can be removed from MiSEW while keep meeting the other two constrains.
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Settings of Generative PLMs

Model NEZHA-Gen | GPT-2-medium | CPM | PanGu-c
hidden_size 768 1024 2560 2560
num_hidden_layers 12 24 32 32
num_attention_heads 12 16 32 32
intermediate_size 3072 4096 10240 10240
hidden_act gelu gelu gelu gelu
hidden_dropout_prob 0.1 0.1 0.1 0.1
attention_probs_dropout_prob 0.1 0.1 0.1 0.1
max_position_embeddings 512 1024 1024 1024
parameters 110M 340M 2.6B 2.6B

42/55

2 Huawer FHRSRY



Prompting strategy, sampling strategy and tempratures

Nezha-Gen GPT-2-medium CPM Pangu-a
Strategies N P S T N P S T N P S T |N P S T
p=09r=09 | 14 23 7 4410 21 7 38|15 29 10 54 |8 24 8 40
p=09+=08 | 7 13 5 25|11 19 8 38|13 27 9 49|35 25 9 39
p=08r=09 | 9 12 5 26|12 17 5 34|13 24 8 45|5 21 6 32
p=08r=08 | 9 14 6 29| 8 15 6 29|13 20 7 40| 6 18 6 30
k=30r=09 | 8 17 9 34|14 23 10 47 |13 26 10 49 |9 22 10 41
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Error distribution of different PLMs
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Data sizes

Train Dev Test Total
TGEA | 37,646 4,706 4,706 47,058
Ours 160,000 20,000 20,000 | 200,000

45/55
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An Example

46/55

Step1: Erroneous text detection

Incorrect
Step2: Erroneous span detection
TZRIB2015F T FEEIRFAIRAY 18 B AR AE B BITENH R IF
BEAAFINBBEET I ABRBEFBBRZ TR Y ),
The school printed out the list of 18 undergraduates who were with-
drawn in the second half of 2015, (The remaining 11 resigned due to
the dissatisfaction with the school being withdrawn).
Step3: Error Correction
IZIRAE201 5 THEERF A IRAY 188 AR AE B BITENH K, I
BHAIATNBELFTIABFHHIE L IR H1).
The school printed out the list of 18 undergraduates who were with-
drawn in the second half of 2015, (The remaining 3 file a grievance
due to the dissatisfaction with being withdrawn).

SN

Step4: MiSEW detection
IBR ISAFTI Rifh FRBRYE AR RE H0

18 15 remaining 11  dissatisfaction with  undergraduates
the school being resigned
with-drawn

Step5: Erroneous type classification

M AOAHEAD g aAENS o AL ESELZ A A0S oy Lo
BRER-BFER HOSR-RESR BRBER-ITHER
Commonsense Error  Redundancy Commonsense Error
-Number -Object -Behaviors
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Tasks

» Erroneous Text Detection

» MISEW Detection

» Erroneous Span Detection

» Error Type Classification

» Error Correction

» PLM Generation Enhancement

47/55 M HuawEl FN3RTRs



Task 1 - Erroneous Text Detection

» Task definition

» This is the same as defined in TGEA, which is to automatically identify whether
a given machine-generated text is erroneous.

» Evaluation
» Error detection accuracy is used as the evaluationn metric.

48/55 M HuawEl FN3RTRs



Task 2 - MiISEW Detection

» Task definition
» This is a task that automatically predicts the minimal set of error-related words
given an erroneous text. This can be done as sequence labeling by regarding
words in MiISEW as positive words and other words in the erroneous text as
negative words.

» Evaluation
> Fi, widely used in sequence labeling tasks, can serve as the evaluation metric
for this task.
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Task 3 - Erroneous Span Detection

> Task definition
» This is to detect erroneous spans for a given erroneous text. The task can be
performed as a separate task, or a joint task with MiSEW detection or a pipeline
task from the out- put of MiISEW detection.
» Evaluation

» We use exact match rate (EM) and macro-averaged F; as evaluation metrics for
this task.

50/55 M HuawEl FN3RTRs



Task 4 - Error Type Classification

» Task definition
> Again this is a text classifi cation task. We perform two levels of classification:
level-1 error type detection in the form of 5-way classification and a more
challenging and fine-grained level-2 error type detection in the form of 24-way
classification.

» Evaluation

» We use classification accuracy as the metric for both level-1 and level-2 error
type classification.
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Task 5 - Error Correction

» Task definition

» This is different from the generative error correction task as proposed in
grammatical error correction and TGEA. With the detected MiSEW and
erroneous span, we define error correction as a prediction task that predict
words to replace words in the erroneous span. Such definition enables different
methods to be used in this task, e.g., masked language modeling, causal
language modeling.

» Evaluation

» Precision, recall and Fy 5 scores are used as evaluation metrics.
» As an erroneous text may has multiple erroneous spans, we average evaluation
scores from all erroneous spans for the last two tasks.
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Task 6 - PLM Generation Enhancement

» Task definition
> In this task, we encourage participants to explore the entire annotated
trainingdataset in different ways (e.g., fine-tuning, contrastive learning) to
improve the generation capability of PLMs so that they could be able to avoid

making errors annotated in the training data.

» Evaluation:
» We propose two different methods to evaluate this task:
> Pairwise Comparison.
»> Word Prediction.
» For both evaluation methods, we use accuracy as evaluation metric.
» Furthermore, in order to evaluate the relative improvement achieved by the
same PLM, we ask each participant of this task to submit two prediction results:
one for the original PLM model and the other for the PLM model enhanced with

the error-annotated data.
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Competition and Leaderboard

» We will organize TGEAv2 evaluation competitions;
» We will maintain a leaderboard for TGEAv2 benchmark tasks.
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Thank you!

IMYFHREAGIA, FIRE,
BMER, WEAYERNEEEHF.
Bring digital to every person, home and organization
for a fully connected, intelligent world.

Copyright©2018 Huawei Technologies Co., Ltd.
All Rights Reserved.

The information in this document may contain
predictive statements including, without limitation,
statements regarding the future financial and
operating results, future product portfolio, new
technology, etc. There are a number of factors that
could cause actual results and developments to
differ materially from those expressed or implied in
the predictive statements. Therefore, such
information is provided for reference purpose only
and constitutes neither an offer nor an acceptance.
Huawei may change the information at any time
without notice.

V2 HUAWEI



	Acknowledgements
	Introduction
	Pretrained Language Models
	Pretrained Language Models
	Family of Pretrained Language Models
	Model Size (Number of Parameters) of Pretrained Language Models
	Commonsense QA with GPT-3
	Commonsense QA with GPT-3

	Evaluation of PLMs
	Evaluation of BERT
	GLUE Benchmark
	Stanford Question Answering Dataset (SQuAD)
	SQuAD Evaluation, v1.1
	SQuAD v1.1 Leaderboard, 2019-02-07
	SQuAD v1.1 Performance, upto 2020-07
	SQuAD 2.0
	SQuAD 2.0 Example
	SQuAD 2.0 leaderboard, 2019-02-07
	SQuAD 2.0 leaderboard, 2021-05-14
	Winograd Schema Challange: Examples
	Research status of language models, 2021-05-08
	CommonsenseQA
	CommonsenseQA - Human Parity, 2021-12-06

	Motivation of this work
	Problems of Existing Benchmarks
	Our Assumption: Questioner's Bias
	A case of Chinese Traditional Poem Generation
	Our Solution: Let LMs Speak
	Our Method


	TGEA Dataset
	TGEA: An Error-Annotated Dataset and Benchmark Tasks for Text Generation from Pretrained Language Models
	Dataset creation overview
	Error annotation process
	Error Taxonomy - Inappropriate combination
	Error Taxonomy - Missing
	Error Taxonomy - Redundancy
	Error Taxonomy - Discourse error
	Error Taxonomy - Commonsense error
	Error Taxonomy - Overview
	Machine-generated texts collection
	Annotation quality control
	Dataset statistics
	Error type distribution

	TGEAv2 Dataset
	Evaluation Proposal (in submission)
	TGEAv2 Dataset: Improvement
	Replacing Erroneous and Assicated Span with Minumal Set of Error-related Words (MiSEW)
	Settings of Generative PLMs
	Prompting strategy, sampling strategy and tempratures
	Error distribution of different PLMs
	Data sizes
	An Example

	TGEAv2 Benchmark Tasks
	Tasks
	Task 1 - Erroneous Text Detection
	Task 2 - MiSEW Detection
	Task 3 - Erroneous Span Detection
	Task 4 - Error Type Classification
	Task 5 - Error Correction
	Task 6 - PLM Generation Enhancement
	Competition and Leaderboard

	Conclusion

